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Generate Data

Our Background @ HZDR

Main Challenge: Pre-/post-processing and archiving of research data

— Filter and compress measured or simulated data at the edge of the
datacenter (Cloud).

— Accelerate compute-intensive tasks with dedicated low-latency,
high-bandwidth hardware.

HPC and hardware acceleration (OpenCL) = accecca--

— Many research questions require compute intensive
deep learning approaches suitable for GPUs and FPGAs.

— The research data is located in the data centre anyway.

Store Data
Filter & Compression

datacenter

Prototyping and Continuous Integration (Cl)

— The custom FPGA designs have to be tested and verified
with every development cycle to meet high requirements.

1/0 per node:
~30 MByte/s

HW Development
Prototyping & ClI

— FPGASs in the datacenter can be used for that during
idle times.
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Structure

1. Introduction and motivation

2. Requirements analysis and system design

— System architecture of the cloud — RC3E
— Virtualization of the FPGAs — RC2F

3. Results of the prototypical implementation
— Required FPGA-Resources
— Behavior simulation of a FPGA-Cloud

4. Outlook: The future FPGA-Cloud at HZDR
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l. Requirements and stakeholder analysis

I1.System architecture of the cloud — RC3E I:> 1. Virtualization of the FPGAs — RC2F
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Requirements and Stakeholder — Provision, Security, Service Models

FPGA-Prototyping Produktive cloud for
Approach acceleration- and security-tasks
I
: : RSaa$S RAaa$S BAaa$S
— The user groups require a different level of RC2F-Sec: X : y
visibility and virtualization. U )| (Comprew ) (Seveevi
— With division into service models, this abstraction rrcA | I || | vrrca | R VFPGA
. . . rtial rtial
can be integrated into a resource management APP : AP Sitstream ——
Itstream
SyStem (RC3 E) | Design Flow E DB
: RC2F Driver RC2F Driver
RC2F Host-Hypervisor RC2F Host-Hypervisor RC2F Host-Hypervisor
. . DEIRN A A >
Service-Models NN
. o . \\\\ | \ \\\ /// \\ /,’/,
1. Reconfigurable Silicon as a Service (RSaa$). RIS ISR N
. ) physical CPU physical
2. Reconfigurable Accelerator as a Service FPGA FPGA
(RAaaS) L Compute Node ) static

Visibility of the hardware

3. Background Acceleration as a Service (BAaa\s). —
_
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Requirements and stakeholder — The user in the context of Cloud-FPGAs

Objectives
— Flexible deployment for different groups of people with different needs.
— The FPGA is not visible to the enduser and only virtual resources are used by the service providers.

FPGA PCle
% % Virtualization %Passtqrough %
Developer

Service Cloud ! Datacenter
End User :
> Provider Provider Operator
application/ _ _ : 1 .
serieE virtual infrastructure | | | virtual architecture | | | physical architecture

_ RAaaS / BAaa$s
execution
vw N YR\ . FrGa Sl FPGA

: visibility of the hardware
P N I I T T — l

access-rights

abstraction fromthe hardware Torormes—— 0 _
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l. Requirements and stakeholder analysis

Il.System architecture of the cloud — RC3E 1. Virtualization of the FPGAs — RC2F
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Il. RC3E System architecture — Architecture of the RC3E prototype

— View of the hardware architecture:

* The cloud consists of nodes with

one CPU each and (two) PCle-
coupled FPGAs.

Each physical FPGA can contain
multiple virtual FPGAs.

— Manage resources (VFPGA and VMs)
across all cloud nodes according to
service models.

— Required components:

_ocal node-management,

RC2F host-hypervisor and

-PGA-hypervisor (located on the
-PGA device)

: Client-System

LR R R R} - — — — — — —— —— —— —— —— —— —— —— —— —— —— —— —— —— —— —— —— — —— ——  —

Client-Terminal

e Available Resources

: fCompute Node
..
| "Local Management - DomO

RC2F Host-Hypervisor

e System-Configuration

e User Statistics/Preferences .| + |_Local Node-Management — RC3E
e VM and vFPGA Management ;

' 1 | ® Local VM-Management

|
' | » Configuration of virtual devices

e (v)FPGA Assignment / Configuration e Assignment of devices

e Monitoring

* FPGA Configuration

--------------------

VMs (DomU)

Cloud-Management —

e System Preferences

e Resource-Management

e Management of Resources
e User-API (for user requests)

| Management-Node _é ''''''''' |
| RC3E|> |
N

Load Distribution and Scheduling

* BAaasS Job Queue
* Global Resource-Monitoring

e Global Resource-Assignment

Physu:al FPGA

FPGA-Hypervisor |

e States
e Configuration

Local Management - DomO

System-Hypervisor

RC3E
Database

____________________________

E Operating System ® Provision of VMs

1| ® Network e Virtualization-API

: o PhyS|ca| devices
X Distributed
! Filesystem
N—c—oc—occ—oc—oc—o—o——o oo O O O S O SO S O O S O S O S O S O S O S O

RC3E-Components _ System-Components
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Il. RC3E System architecture — FPGA Images (VRAIs)

VRAI

=

— All necessary files for a background accelerator are encapsulated "1 Rere v
° ° ° ° V - O S
in virtual Reconfigurable Acceleration Images (VRAIS). T
OSt
— The vFPGA itself is described in the form of a Reconfigurable RSN VFPGA-Image
(Device) Configuration (RCFQ). . -
— A simple VM with hardware accelerator can be easily described: | — .
service = 'ba' #Service Model BAaaS
name = ['vfpga-kmeans'] #vFPGA/User Design Name
vm = ['vinl-pvm'] #VM-Instance Name
vipga = [1] #Number of vFPGAs
size = [4] #vFPGA-Slots
memory = [4000] #DDR-Memory Size
boot= [‘idle'] #Initial vFPGA-State
design = ['kmeans-quad.vrai'] #Initial Design

Example of a RCFG for a vFPGA in model BAaaS.
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ll. RC3E System architecture — Description of a more complex vRAI

vRAI
" Node 1
- Q . vFPGA-Slots
4—»@4—» ;

User

service = 'rs' #Service Model RSaaS
name = ['cluster'] #vFPGA/User Design Name
vin = [‘vml’, 'vm2'] #VM-Instance Name

vipga = [2, 2] #Number of vFPGAs

size = [6, 6] #vFPGA-Slots

memory = [2000] #DDR-Memory Size

debug = 'csp' #Debug Interface

vif = ['ip=10.0.0.42"; ‘'ip=10.0.0.45"] #IP-Adress-Range

boot= [‘idle'] #Initial vFPGA-State

Example of a RCFG describing a VFPGA cluster with two host VMs.

( = B ==
e ;‘ e

Member of the Helmholtz Association
Dr.-Ing. Oliver Knodel | Department of Information Services and Computing | Computational Science Group | www.hzdr.de




Il. RC3E System architecture — Interactions between components

Cloud- B Compute-Node with C Physical

A Management Node VFPGA-Resources FPGA-Resource Starting point
A —

— A — - AL —
= for RC2F
i virtualization

|
|
|
|
-r

o -

system.rcfg

vFPGA resources

available?

(1) Allocation of a VFPGA resource with additional VM
% allocate ' ; ;

register in

database _
assignment

VM/VFPGA
system.rcfg

system.rcfg

assign Channel '

bl occupancy set up '

: in database start VM configure HCS :

with VFPGA data
' start :
VFPGA !

! —initialize :

N PR R ViMready __ T+ Fraa |

| configure configure - :

QoS M P e e VFPGA VFPGA

o) HZDR
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l. Requirements and stakeholder analysis

I1.System architecture of the cloud — RC3E

[1l. Virtualization of the FPGAs — RC2F
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lll. RC2F Virtualization — Virtualization of the FPGA

Concept for the virtualization of FPGAs (approach based on classical System-VMs):

— The user core is located directly (bare-metal) on the FPGA-resources within a dynamically
reconfigurable region, the virtual FPGA (VFPGA).

— The static part of the FPGA contains management structures and the physical interfaces.
— The concept is equivalent to traditional virtual machines:

. static region partial reconfigurable region
Native Typ 1 System-/Bare-Metal- P A . A -
Virtualization with same ISA T T om0 Y DomU ) { DomU Do)
| | 1l l l |
| | 1l | | l
Interface-Virtualization: 'l Management/ [, | 2 [W = | = |
| Configuration - é_? L EIL? | | é_? |
— External devices are accessed through paravirtualization | _ dV L A R B | { |
ardware acken Frontend Frontend Frontend

W|th|n the FPGA hyperViSOr (VMM) | Interface *InterfaceA : : Interface :: Interface : : Interface |

— The interfaces of the vVFPGAs are the frontends, which are el

COnneCtEd to the baCkend in the static region. Physical FPGA (FPGA-Resources, PCI-Endpoint, ...)
( = "B =
) FeDm
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_
lll. RC2F Virtualization — Definitions VPGADesign - VIPGAImage

\@/
— A VFPGA is perceived by the user as a stand-alone resource with a dynamic % [ '

number of hardware resources (slices, LUTs, registers, etc.).

— A VFPGA is mapped to vVFPGA-Slots — smallest possible physical regions with

a fixed number of hardware resources. VFPGA- VPPGA- VPPGA- - vPPGA-

__ Slot0 __ Slot 1 - Slot 2 - Slot3
— A VFPGA-Design is the hardware design within a vVFPGA. S
< VFPGA 1
— A partial Bitstream is called vFPGA-Image and >
CpPR ||| PPR PPR PPR
— if this is assigned to a user this becomes a vFPGA-Instance. Frontend| | [Frontend] | [Frontend] | [Frontend

Distinctions in the term “Hypervisor”:

— The management structure for the vFPGAs on their host system is called the
RC2F Host-Hypervisor.

— The FPGA-Hypervisor is the management structure on the FPGA (DomO0).

VFPGA-Instance
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lll. RC2F Virtualization — RTL

Hardware-

Interface

Provision of vVFPGAs on the physical FPGA-device:
— Multiple vFPGAs within vFPGA slots.

Backend-

Interface

— The ICAP is used for dynamic partial reconfiguration.

— Direct management of the states of the vFPGASs on

the FPGA within the vControl Unit (vCU).

Channel-
Interface

Frontend-

Components of the infrastructure (FPGA-Hypervisor): ™

Internal system bus used for the Paravirtualization.

Hypervisor Control Unit (HCU) to monitor the
physical FPGA infrastructure.

PCle and Ethernet-Interfaces.

Access to DDR3 memory on the FPGA board via
page tables.

Frontend-

Interface

Backend-

Interface

Interface

Hardware-

Infrastructure

: Management
Hypervisor

Control Unit
-HCU -

Config Space (HCS)

Clocking
FPGA Monitoring

Channel-Virtualization

)35 S 5 5

vFPGA-Control

AN
/

|
|
|
|
|
|
|
|
|
|
System Status I
|
|
|
|
|
|
|
|
|

R
E 2
3 ~+

Memory-Controller

DDR3 RAM

e - e e e e e e e e e+ e e - e - e — - —— e —- — - — — —- — - —- J

=
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lll. RC2F Virtualization — Homogeneous vVFPGA-Slots

— Establishment of vFPGA-Slots within the clock regions.

Inhomogenous Inhomogenous
columns columns

— Realization of homogeneous vVFPGA-Slots on the VFPGA-Slot 0

physical FPGA to enable migration of vVFPGA-Instances.

— The distribution is dictated by the inhomogeneous
FPGA architecture.

Utilization of the different vFPGA-Slots
compared to the complete vFPGA-Slot O

100 %

VFPGA-Slot 1

VFPGA-Slot 2

pSPs

~ ) i VFPGA-Slot 3
A
= = &)
/\

Partition Pin
Regions (PPR)

V

VFPGA-Slot 0

VFPGA-Slot 1

VFPGA-Slot 2

RC2F-Infrastructure
(FPGA-Hypervisor, PCle, DDR)

Frontend 5 | Frontend 4 | Frontend 3 | Frontend 2 | Frontend 1 | Frontend O

D
D
FPGA-Slot 3 ’
D
D

96 %

PRANS VFPGA-Slot 4 - |[E VFPGA-Slot 4
92 % 3

A A £
o, Slice Registers /LUTs VFPGA-Slot5 & VFPGA-Slot 5
" RC2F-Infrastructure
(Ethernet + ICAP)

80 %

VFPGASIot0 VFPGASIot1 VFPGASIot2 VFPGASIot3 VFPGASIot4 vFPGASIots Homogener  (Virtex-7 XC7VX485T)

#< Slice Registers/LUTs O Block-RamTiles VFPGA-Slot
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VFPGA-Slot 0:

VFPGA-Slot 1:

VFPGA-Slot 2:

5

- BSMC8-vFPGA

- Crypto-vFPGA

- BSMC8-vFPGA

- Crypto-vFPGA

Frontend 2 | Frontend 1 | Frontend O

VFPGA-Slot 1: |11} Crypto-vFPGA

VFPGA-Slot 2: |2 g BSMC8-vFPGA

VFPGA-Slot0: |5 - BSMC8-vFPGA

VFPGA-Slot 1: 11 - Crypto-vFPGA

VFPGA-Slot 2: |2 - BSMC8-vFPGA

VFPGAI3: —

lll. RC2F Virtualization — Application scenario

VFPGA-Slot 0:
VFPGA-Slot 1:

VFPGA-Slot 2:

- BSMC8-vFPGA

- Crypto-vFPGA

- BSMC8-vFPGA

' vFPGAI'rSlot 3:

VFPGAI:.;: —_

VFPGA 4: —

- ——— -

VFPGA-Slot 4: |4 - Crypto-vFPGA VFPGA 4: — VFPGA-Slot 3: - 32x32 Matrix-vFPGA

RC2F-Infrastruktur

(FPGA-Hypervisor, PCle, DDR)
RC2F-Infrastruktur

(FPGA-Hypervisor, PCle, DDR)
RC2F-Infrastruktur

(FPGA-Hypervisor, PCle, DDR)
RC2F-Infrastruktur

(FPGA-Hypervisor, PCle, DDR)
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VFPGA-Slot 5: 15 - BSMC8-vFPGA VFPGA-Slot 5: 15 - BSMC8-vFPGA VFPGA 5: —

Frontend 5 | Frontend 4 | Frontend 3 | Frontend 2 | Frontend 1 | Frontend O

Frontend 5 | Frontend 4 | Frontend 3 | Frontend 2 | Frontend 1 | Frontend O

Frontend 5 | Frontend 4 | Frontend 3

RC2F-Infrastruktur
(Ethernet + ICAP)

RC2F-Infrastruktur
(Ethernet + [CAP)

RC2F-Infrastruktur
(Ethernet + [CAP)

RC2F-Infrastruktur
(Ethernet + ICAP)

Example assighment within a simple scenario
— Full utilization of the physical FPGA by six single vFPGA-Instances.
— Release of individual instances by users.

VFPGA-Slot 3: |7 - k-Means-vFPGA

— Migration to provide a larger contiguous area.

-—

Frontend 5 | Frontend 4 | Frontend 3 | Frontend 2 | Frontend 1 | Frontend 0

el
()
()
5 o
o
Y
= I
(Ll
» O
S B
= 2
1 |
e
O L
T <
5
am
L

— Placement of a larger vFPGA-Instance (Triple).

— Provision of the entire FPGA for a maximum size (hexa) vFPGA-Instance. 29 nfrastrukiur

(Ethernet + ICAP)
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Results of the prototypical implementation
of the RC3E & RC2F
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Hardware prototype @ TU Dresden

GED GEb GEP GEP GED GED GED GEP GEP GEDP GED GED GEP GEP GEP GEP GEP GED GED GEP GER aED aEe  an - emn e e e e e e e em s CEn s S S G G G S S S e = e

Compute-Node 0 Compute-Node 1

= <
x

Management-Node

Virtex-6
(ML605)

| |
: P |
| o |
|
|| Local Node-Management| |/, | Local Node-Management| [\, :
'|  Ubuntu 16.04.2 (Domo) oomul ' )| Ubuntu16.04.2 (Domo) P
. | Kernel 4.10.0, o Kernel 4.10.0, |
(.‘ <):(} XEN Hypervisor 4.6.5 ! XEN Hypervisor 4.6.5 Kl—>
N |
CPU | : CPU
ﬁ Intel Core i7-2600K @3.40GHz : | Intel Core i5-4690 @3.50GHz
|
PCle PCle |, 1| PCle PCle
| : Gen2x4 Gen2x1
L
P
P
P
|

|
|
|
|
|
: Gen2x8 Gen2x4
|
|
|
|

Network (Gigabit-Ethernet)

— Structure of the cloud prototype includes different FPGAs.
— Used as a system for development (RSaaS) and teaching (RAaas).

— For the evaluation of a larger system (BAaaS) a RC3E-Simulation
was realized.
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Results of the prototypical implementation — Migration

w
Vp)
O
-
O
O
&,
Vp)
£
v
E
|_
0,01
Single Dual Triple Quad Quint Hexa
Grofde der (aggregierten) vFPGAS
o Configuration . Readback ~ _Migration sz _helocation
vFPGA-Image vFPGA-Instanz vFPGA-Instanz vFPGA-Instanz

(Virtex-7 XC7VX485T)

esoen &€\ 2 .
concept ") H‘
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Results of the prototypical implementation — Utilization

static area containing the RC2F-infrastructure and frontends

O
80 % 79 86 9% @ areas not useable due to inhomogeneity
atd @ partial reconfigurable areas containing the VFPGA-Slots
. N
O o 61,17 % .
> 60% 58,30 % . ' 58,50% [N
7))
L
< .................................................................................................................................................................................................................................................
G
o
o 40 % s
C 32,78% S76% 35989,
“'5 N OO
(-
9
© 20 % : - IO - -
N
= 11,09 %
4,08 %
' 2,43 %

0 % N E—
partial reconfigurable areas static area containing the RC2F- areas not useable due to
containing the vFPGA-Slots infrastructure and 6 vFPGA-Frontends Inhomogeneity

B slice registers B Block-RAM tiles slice LUTs B DSPs
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Results of the prototypical implementation — Virtex-7 UltraScale+

static area containing the RC2F-infrastructure and frontends
areas not useable due to Inhomogeneity
partial reconfigurable areas containing the vFPGA-Slots

XA55
83,04 %
RC2F-Prototype estimation for a productive cloud
Virtex-7 XC7VX485T Virtex-7 UltraScale+ XCVU9P
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Results of the RC3E simulation with a synthetic workload (BAaaS)

incoming requests

1757

150 4

125 4

100

75 7

50

25+

AAAAAAAAAAAAAAAA

number of occupied vFPGA-Slots

vvvvvvvvvvvvvvvv

20 40 60 80 100 120 140
time in minutes

Synthetic workload with 4,981 requests over 150 minutes.

400 A

300 A

100 A

| = Number of VFPGA-Slots
Il Allocated compute nodes
B Occupied vFPGA-Slots
VFPGA-migration

0 20 40 60 80 100 120 140 160
time in minutes

Assignment of vVFPGA-Slots in an simulation with additional migration
to reduce defragmentation (+FPGAs +RC2F +migration).
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Results of the RC3E Simulation (BAaaS)

Scenario | (synthetic) — 4,981 requests

Basis (without FPGAS) +FPGAS +RC2F
357

24

Compute Nodes 132 26

Utilization of the FPGAs . 27.34 % 78.14 % 85.07 %
Energy demand (kWh) 35.37 kWh 24.53 KWh 8.64 kWh 8.13 kWh
Energy aemand (%) 100 % 69.35 % 24.43 % 22.91 %

— By using two Virtex-7 FPGAs per node, the energy demand of the cloud can be reduced by 30.65 %.

— RC2F virtualization reduces the energy demand of the cloud system to 24.43 %.

— An additional migration of vFPGAs adds an extra 1.45 % compared to a simple RC2F virtualization.
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Final consiaerations, summary and-outlook
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Outlook: Aspects for our Future FPGA Cloud (with virtualization?)

— Provision of reconfigurable Hardware in a Cloud requires an abstraction from the physical
hardware and a flexible environment (RC3E & RC2F).

— A fine-grained virtualization with multiple users on the same physical device is possible and can be
reasonable for the background acceleration of suitable services in a productive cloud (BAaa$),

— ... but inefficient for most of the typical scenarios in our research context at the HZDR.

T~

Store Data -
X Filter & Compression HW Development i
L ’ Post-Process Data Prototyping & CI A
S ) ! Deep learning & Analyse
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Outlook: Aspects for Future FPGA Architectures

— SoC-FPGA with a static RC2F-like Infrastructure:
Development of a static area for the administration with all necessary
interfaces to the outside world.

— Structural changes within the FPGA architecture:
Establishment of homogeneous and areas with own clock regions on
the FPGAs.

— Implementation of a security concept:
Security concept based on a trusted authority to provide verifiable
RC2F infrastructure.

https://www.wired.com/2016/09/microsoft-bets-future-chip-
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